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Previously, we developed a unified theory of the excitation energy transfer (EET) in dimers, which is applicable
to all of the cases of excitonic coupling strength (Kimura, A.; Kakitani, T.; Yamato, T.J. Phys. Chem. B
2000, 104, 9276). This theory was formulated only for the forward reaction of the EET. In the present paper,
we advanced this theory so that it might include the backward reaction of the EET as well as the forward
reaction. This new theory is formulated on the basis of the generalized master equation (GME), without
using physically unclear assumptions. Comparing the present result with the previous one, we find that the
excitonic coupling strengths of criteria between exciton and partial exciton and between hot transfer and
hopping (Fo¨rster) mechanisms are reduced by a factor of 2. The critical coherencyηc is also reduced
significantly.

1. Introduction

Excitation energy transfer (EET) has been investigated
extensively for elucidating the mechanism of an efficient light
harvesting in photosynthetic antenna systems1 and for develop-
ing photonic, sensitive technologies.2 When the excitonic
coupling strengthU between donor and accepter molecules,
which promotes the excitonic coherence, is much smaller than
the dephasing strengthγ, formerly called coherence destructive
strength, which disturbs the excitonic coherence by means of
the exciton-vibration interaction3-5 (this case is called very
weak coupling), the Fo¨rster mechanism is applicable.6 The
Förster mechanism works by the incoherent hopping motion
between molecules, and the rate constant in dimers is expressed
by the overlap integral between the emission spectrum of the
donor and the absorption spectrum of the acceptor. Here, we
used the word “dimer” to indicate a two molecules system at
any distance in a thermal bath. WhenU is much larger thanγ
(this case is called strong coupling), the exciton mechanism is
applicable.7 In this case, the excited state is coherently delo-
calized. This coherent excited state is expressed as a wavelike
motion. WhenU is not much larger or much less thanγ (this
case is called intermediate coupling), the EET is more compli-
cated as compared with that of the above two extreme cases.
So far, many theoretical works have been done to address the
EET of the intermediate coupling case.8-11 Among them, we
proposed a unified theory which is applicable to the EET for
all of the values ofU relative toγ. In this, we described the
advantage of the three states model to describe the EET of
dimers.4 On the basis of the three states model, we presented a
unified theory of the EET in dimers.4 We have also presented
a general theory of EET applicable to clusters by using the
generalized master equation (GME),5 which is an extension of
the theory of Kenkre and Knox.11

To make the object of the present study clear, we shortly
describe the theoretical framework of the former dimer theory.4

This theory was formulated by adopting a specific diagram in
a stochastic Liouville equation. We derived a closed form of
the integro-differential equation of a renormalized propagator
in the interaction representation. Then, we adopted a decoupling
procedure corresponding to the factorization by a two-time
correlation function of U in solving the closed integro-
differential equation. We also assumed an exponential decay
form for the time-correlation function ofU. We derived
analytical solutions of the time course of the population in the
final statena(t). On the basis of this analytical formula, we
proposed three criteria which discriminate exciton, partial
exciton, hot transfer, and Fo¨rster mechanisms. These criteria
have been applied to characterize the EET in contact ion pair
systems12 and light-harvesting complex LHC-II.13

Here, it should be mentioned thatna(t) became 1 in the steady
state in the homodimer in this theory.4 This is because the
adopted diagram virtually corresponds to the forward reaction
of EET. However, the effect of the backward reaction was partly
taken into account for the wave packet propagation in the excited
state of the donor (see Figure 1 of ref 9). This inconsistency is
a deficiency of the theory.

In the present paper, first, we obtain a closed form of the
generalized master equation (GME) for the probabilityna(t)
based on the three states model and derive an analytical solution
of na(t) by considering both the forward and backward reactions
consistently. Here, we assume that the memory function can
be expressed as an exponential function, but no other assumption
is made. By analyzing the solution, we reexpress three criteria
among four kinds of the EET mechanism. We also redefine the
appropriate rate constantka

max, the coherencyη, and the critical
coherencyηc. Finally, we reexamine the assignment of EET
mechanisms, which was done before using our previous dimer
theory.
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2. Derivation of the GME by the Three States Model

To treat all of the cases of EET systematically, we use the
three states model3 in the dimer system. We choose the ground
state of the dimer plus a photon before the photon is absorbed
as the initial equilibrium state|d〉, the excited state of the donor
after absorption of a photon as the intermediate state|m〉, and
the excited state of the acceptor as the final state|a〉. The
advantage of the three states model is that the|m〉 state of the
donor just after excited by a photon is chosen in the nonequi-
librium state of vibrations. Then, the Hamiltonian can be written
as follows4

wherehd, hm, andha are the nuclear vibrational Hamiltonians
for the system in the|d〉 state, |m〉 state, and|a〉 state,
respectively.E is the photon energy,U is the EET interaction
energy,Gm andGa are the lowest energy levels of the|m〉 state
and |a〉 state, respectively, andV1(t) is the excitation operator
which excites the donor molecule by a light pulse at timet a
little after 0, which is denoted by+0, andK̃ is the amplitude
of the interaction between the photon and donor molecule.

We assume that the|d〉 state is in thermal equilibrium just
before (time being-0) the donor is excited by a photon. This
state is described by the density matrix as follows

whereFd ) e-âhd/Tr[e-âhd], â ) 1/(kBT), and Tr represents the
trace over the vibrational state of the|d〉 state. The density matrix
for any time satisfies the quantum Liouville equation

Then, the density matrix is formally written as follows

Hence, the probability at the|m〉 or |a〉 as a function oft is
given by

Expressing the propagator for the total HamiltonianH(t) by
the first-order perturbation ofV1(t) and projecting into the|d〉
from the right and to the state〈i| from left, we obtain

Then, the probability for the|m〉 or |a〉 is expressed as follows

Renormalizing the probabilities so that the relationnm(t) + na-
(t) ) 1 is satisfied, we obtain

Next, we reconstruct Liouville equation with HamiltonianH1

for t > 0. We write the Liouville equation fort > 0 as follows

with F(0) ) |m〉Fd〈m|, whereF(t) ) e-iH1t/pF(0)eiH1/p.
Here, we adopt the interaction representation so that the

perturbation treatment withV0 is easily performed. Then, we
rewrite eq 10 as follows

where

Solving eq 14 by the projection operator method,14 we obtain5

where the memory functionMij (t, t1) is expressed as follows

Writing nm(t) ) Tr[〈mm|FI(t)〉] and na(t) ) Tr[〈aa|FI(t)〉], we
obtain the GME as follows

3. Analytical Solutions of the GME

We adopt the second-order perturbation aboutV0 in eq 17.
SinceLI(t) is represented by the first order ofV0, we approximate
exp+[‚‚‚] as 1, and then, we write the memory function as
follows

where 〈‚‚‚〉d is Tr[‚‚‚Fd]. These memory functions involve an
effect of the vibrational relaxation from the nonequilibrium state
of the donor just after being excited by a photon absorption.

H (t) ) H1 + V1(t) (1)

H1 ) H0 + V0 (2)

H0 ) (E + hd)|d〉〈d| + (Gm + hm)|m〉〈m| + (Ga + ha)|a〉〈a|
(3)

V0 ) U(|a〉〈m| + |m〉〈a|) (4)

V1(t) ) K̃δ(t - 0)(|d〉〈m| + |m〉〈d|) (5)

F(-0) ) |d〉Fd〈d| (t < 0) (6)

i p
dF(t)

dt
) [H (t), F(t)] (7)

F(t) ) exp+ {- i
p
∫0

t
H (t′)dt′}|dFd〈d|〉 exp- { i

p
∫0

t
H (t′)dt′}

(8)

ni(t) ) Tr[〈i|F(t)|i〉] (i ) m, a) (9)

〈i| exp+ {- i
p
∫0

t
H (t′)dt′}|d〉 = -iK̃

p
〈i|e-iH1t/p|m〉

(i ) m, a) (10)

ni(t) ) |K̃|2
p2

Tr[〈i|e-iH1t/p|m〉Fd〈m|eiH1t/p|i〉] (i ) m, a)

(11)

ni(t) ) Tr[〈i|e-iH1t/p|m〉Fd〈m|eiH1t/p|i〉] (i ) m, a) (12)

ip
dF(t)

dt
) [H1, F(t)] ≡ L1F(t) (13)

ip
dFI(t)

dt
) [VI(t), FI(t)] ≡ LI(t)FI(t) (14)

FI(t) ) eiH0t/pF(t)e-iH0t/p ≡ eiL0t/pF(t)

VI(t) ≡ eiH0t/pV0e
-iH0t/p (15)

dTr[〈ii |FI(t)〉]

dt
) ∑

j)m,a
∫0

t
dt1Mij (t, t1)Tr[〈jj |FI(t1)〉]

(i ) m, a) (16)

Mij (t, t1) ) - 1

p2
Tr[〈ii |LI(t) exp+ [- i

p
∫t1

t
dt2QLI(t2)] ×

QLI(t1)|jj 〉Fd] (i, j ) m, a) (17)

dnm(t)

dt
) ∫0

t
dt1[Mma(t, t1)na(t1) - Mam(t, t1)nm(t1)]

(18)

dna(t)

dt
) ∫0

t
dt1[Mam(t, t1)nm(t1) - Mma(t, t1)na(t1)]

(19)

Mam(t, t1) ) 2Re[〈〈m|VI(t)VI(t1)|m〉〉d]/p
2 (20)

Mma(t, t1) ) 2Re[〈〈a|VI(t)VI(t1)|a〉〉d]/p
2 (21)
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SinceMma(t, t1) ) -Mmm(t, t1) holds by the sum rule

we can rewrite it as-Mmm(t, t1) ) Mam(t, t1) ≡ M(t, t1). Using
the relationnm(t) + na(t) ) 1, we obtain the closed GME about
the probabilityna(t) as follows

We assume that the memory functionM(t - t1) decreases
exponentially with time differencet - t1. Namely, we write
M(t - t1) as follows4

whereγ is called the dephasing strength.3-5 In general,γ should
include the effect of vibrational relaxations, and therefore, it
may vary with time, and it depends on the temperature.
However, we neglect its time dependence in obtaining the
analytical solution of GME in this paper. Its effect is partly
considered in determining the criteria of the EET mechanism.

We first examine the property of thena(t) expressed in eq 23
in the two extreme cases. When the time differencet - t1 is
much smaller than the lifetimep/γ of the memory function,
M(t - t1) can be approximated by 2(U/p)2, namely, it is
independent of time. This persistent memory produces the pure
exciton. In the case of homodimer,na(t) is written as

On the other hand, when the lifetime of the memory function
p/γ is much smaller than the time differencet - t1, the EET
takes place by means of the Markovian process, and the GME
can be approximated by Pauli’s master equation

wherekam is expressed as

Then, we obtain

In the homodimer, we can exactly solve the integro-
differential equation of eq 23 for all of the cases of the excitonic
coupling strength. The analytical method is given in the
Appendix A. The result is as follows

where

Evidently, eqs 29 and 30 represent that the probabilityna(t)
converges to 1/2 in the steady state (t f ∞). This result is
different from the previous dimer theory,4 wherena(t) converged
to 1 in the homodimer system. It should also be mentioned that
the parameterR of eq 31 is a little modified from the previous
one (R ≡ γ2/4p2 - U2/p2).

4. Criteria among Three Kinds of EET Mechanisms

In this section, we derive new criteria among exciton, partial
exciton, hot transfer, and Fo¨rster mechanisms by using the same
strategy of the previous dimer theory.4

In the strong coupling case whereU . γ/4 holds, R is
negative, and the time profile of the probabilityna(t) becomes
underdamped motion, as in eq 30. Especially, when the lifetime
2p/γ of the damping term in eq 30 is longer than the oscillatory
period 2π/x|R|, the EET becomes the coherent exciton mo-
tion. This gives the criterion forU that the exciton mechanism
prevails as follows

On the other hand, in the limit of the weak coupling case
whereU , 4γ holds,R becomes positive. In this case, the time
profile of na(t) in eq 29 becomes overdamped motion, and the
excitation energy transfer takes place only after completing the
vibrational relaxation at the m state corresponding to the Fo¨rster
mechanism. The excitation energy-transfer time by the Fo¨rster
mechanism is given asτF ≡ 1/kam ) pγ/(2U2). It is obvious
that the necessary condition for the Fo¨rster mechanism isτF >
τm, whereτm is the averaged time of the vibrational relaxation
after the donor molecule is excited to the Franck-Condon state.
From this, we obtain the criterion that the Fo¨rster mechanism
prevails as follows

Then, the condition that the EET by the intermediate coupling
mechanism takes place is written asUc2 < U < Uc1.

In the same way as that in the previous paper, we define the
third criterion in the intermediate coupling region. It is the
threshold between the underdamped motion and overdamped
motion of the probabilityna(t). This corresponds toR ) 0

Using these criteria, we can characterize the intermediate
coupling EET by two kinds of mechanism as follows. WhenU
satisfies the conditionUc3 < U < Uc1, the EET takes place by
partly retaining the oscillatory coherent character, but it quickly
loses the coherent character with time due to vibrational
perturbations. We call this case the partial exciton mechanism.
When U satisfies the conditionUc2 < U < Uc3, the EET no
longer reserves the oscillatory coherent character. The EET takes
place without oscillatory coherence, but the EET takes place
quickly while vibrational relaxation occurs. We call this case

∑
i

Mij (t, t1) ) 0 and∑
j

Mij(t, t1) ) 0 (22)

dna(t)

dt
) ∫0

t
dt1M(t, t1)[1 - 2na(t1)] (23)

M(t, t1) ) M(t - t1) ) 2(U/p)2 exp(-γ(t - t1)/p) (24)

na(t) = sin2(Ut/p) (25)

dna(t)

dt
) kam[1 - 2na(t)] (26)

kam ) ∫0

∞
dtM(t) ) 2U2/(γp) (27)

na(t) =
1
2

[1 - exp(-2kamt)] (28)

na(t) ) 1
2 [1 - e-γt/2p{cosh(xRt) + γ

2pxR
sinh (xRt)}]
for U > γ/4 (29)

na(t) ) 1
2 [1 - e-γt/2p{cos(x|R|t) + γ

2px|R|
sin (x|R|t)}]

for U < γ/4 (30)

R ≡ γ2

4p2
- 4U2

p2
(31)

U > γx1 + 4π2

4
≡ Uc1 (32)

U < x pγ
2τm

≡ Uc2 (33)

U ) γ
4

≡ Uc3 (34)
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the hot transfer mechanism. These criteria are summarized in
Table 1 as compared with the criteria obtained previously.

5. EET Rate and Coherency in the Dimer System

Next, we examine the solution ofna(t) to derive the useful
index of EET. To do it, we differentiate the probabilityna(t)
with time and define the time-dependent EET rate from the|m〉
state to the|a〉 state as follows

In the same way as the previous dimer theory,4 we define
the rate constant of EET for any coupling strengthU in the
dimer system as follows

wheretmax is a time whenn̆a(t) becomes maximum for the first
time. Namely, we define the ratekad

max as the maximum slope of
na(t). Differentiating eqs 35 and 36, we obtain the initial
maximum timetmax of ka(t) as follows

These two equations are much simpler than the corresponding
equations (eqs 55 and 56) in the previous theory.4 Substituting
the tmax of eq 38 or 39 into eq 37, we obtain the rate constant
ka

max.
Next, we derive the formula of the degree of coherence. It is

well-known thatka
max ∝ U holds when the degree of coherence

is complete. On the other hand,ka
max ∝ U2 holds when the

degree of coherence is much smaller, as in the Fo¨rster case.6

Then, we expect that the coherent property is obtained from
the quantity∂ ln ka

max/∂ ln U as follows

Actually, eq 40 converges to 2 in the limit ofU f 0 (Förster
mechanism) and to 1 in the limit ofγ f 0 (exciton mechanism).
Then, we define the coherencyη of the EET as follows

The coherencyη thus defined becomes 1 for the exciton
mechanism and 0 for the Fo¨rster mechanism. The formula ofη
of eq 41 is simpler than that of the previous theory4

In the case ofR ) 0, we obtain the critical coherencyηc as
follows

The above critical coherency is considerably smaller than that
of the previous dimer theory (ηc

previous) 1- x2/3) 0.528595...).
Namely, coherent motion remains for the smallerU since the
coherence is enhanced when the backward reaction is explicitly
incorporated. These results are summarized in Table 1.

6. Numerical Calculations

In this section, we present some results of numerical
calculations using the above analytical formulas and compare
the results with the previous dimer theory.

We adoptγ ) 146.0 cm-1 and τm ) 1 ps as before.4 The
values of the three new criteria for the EET mechanisms are
obtained as follows

The present values of criteriaUc1 andUc3 are reduced to half
of the previous dimer theory. The criterionUc2 remains the same.
This fact indicates that the intermediate coupling region is
reduced and the exciton region is much increased in the present
theory. In Figure 1, we plottedna(t) for some values ofU. In
this paper, we adopt four kinds of value ofU, 650, 175, 30,
and 10.0 cm-1. The curve for 650 cm-1, which corresponds to
the exciton mechanism, oscillates rapidly with a period of 12.9
fs ()π/x|R|). The values of the minima ofna(t) increase with
a time constant of 36.4 fs ()p/γ). The curve forU ) 175 cm-1,
which corresponds to the partial exciton in the intermediate
coupling mechanism, also oscillates with a period of 48.7 fs

TABLE 1: Summary and Comparison of the Criteria Uc1,
Uc2, and Uc3, the Critical Coherency ηc, and the Parameterr
between the Present and Previous Dimer Theories;U Is the
Excitonic Coupling Strength, γ Is Dephasing Strength, and
τm Is the Averaged Time of the Vibrational Relaxation in the
|m〉 State after the Photon Is Absorbed by the Donor
Molecule

present previous

Uc1 γx1 + 4π2/4 γx1 + 4π2/2
Uc3 γ/4 γ/2
Uc2 xpγ/(2τm) xpγ/(2τm)
ηc 1/3 1 - x2/3
R γ2/4p2 - 4U2/p2 γ2/4p2 - U2/p2

ka(t) ) n̆a(t) ) 2πU2

p

e-γt/2p sinh(xRt)

πxp2R
for R > 0

(35)

ka(t) ) n̆a(t) ) 2πU2

p

e-γt/2p sin(x|R|t)
πxp2|R|

for R < 0

(36)

ka
max ) ka(tmax) (37)

tmax ) 1

xR
tanh-1 [2pxR

γ ] for R > 0 (38)

tmax ) 1

x|R|
Tan-1 [2px|R|

γ ] for R < 0 (39)

∂ ln ka
max

∂ ln U
) 2[1 - U2

p2R
(γtmax/p - 2)] (40)

Figure 1. Time dependence of the probabilityna(t) for some values
of U. The curves forU ) 650, 175, 30, and 10 cm-1 correspond to
exciton, partial exciton, hot transfer, and Fo¨rster mechanisms, respec-
tively.

η ≡ 2 -
∂ ln ka

max

∂ ln U
) 2U2

p2R
(γtmax/p - 2) (41)

ηc ) 1
3

(42)

Uc1 ) 232 cm-1 Uc3 ) 36.5 cm-1 Uc2 ) 20 cm-1

(43)

Advanced Theory of Excitation Energy Transfer in Dimers J. Phys. Chem. A, Vol. 111, No. 47, 200712045



()π/x|R|). In this case, the values of the minima ofna(t)
increase with a time constant 36.4 fs ()p/γ). Therefore, the
amplitude of the oscillation decays in a shorter time than a period
of oscillation. The curve forU ) 30.0 cm-1, which corresponds
to the hot transfer in the intermediate coupling mechanism, does
not oscillate, but it increases slowly in the very short timet
and turns to rapidly increase after about 100 fs and then
converges to 1/2 slowly. The feature of this curve is the presence
of the down-convex part in the early time region, which cannot
be reproduced by the sum of two or more exponentially decaying
curves. The curve forU ) 10 cm-1 corresponds to the Fo¨rster
mechanism. The curves ofna(t) in the extended time region for
U ) 30 and 10 cm-1 are shown in Figure 2.

7. Discussion

In the previous theory,4 we obtained rather reasonable criteria
among exciton, partial exciton, hot transfer, and Fo¨rster mech-
anisms, except a factor 2 even if the backward reaction was
not properly taken into account. Here, we investigate its physical
reasoning. In the former treatment, we defined the renormalized
propagator in the|m〉 state by the interaction representation as

This propagator satisfies the following integro-differential
equation

In this equation,〈m|VI(t)VI(t1)|m〉 represents the correlation that
the state|m〉 goes to the state〈a| at time t1 and the state|a〉
comes back to the state〈m| at timet by means of the interaction
of U. Using thisUI(t), na(t) is expressed as

Here, we performed the following decoupling approximations

Differentiatingna(t) in eq 48, we obtain the following equation
as proved in the Appendix B

where

Comparing eq 49 with eq 19, we find that eq 49 is a kind of
GME where only the forward reaction is taken into account.
However, the memory functionWam(t, t1) of eq 50 is modified
by the renormalized propagator〈UI(t)〉d as compared with eq
20. This is the reason why the effect of the backward reaction
effect is incorporated considerably in the criteria among different
kinds of EET mechanisms even if the backward reaction is
absent in the final process. The difference of the factor 2 in
Uc1 andUc3 between the present theory and the previous theory
would be due to the presence or absence of the back reaction
in the GME. Indeed, the coherent character is much effected
by the presence of the back reaction in the GME. The GME in
eq 49 is inappropriate also from the fact that the sum rule of
the memory function in eq 22 is not satisfied. In this point, the
present theory is more advanced than the previous theory.

The above factors indicate that we cannot define the rate
constant for the forward reaction or backward reaction separately
for the EET as long as coherence exists between the donor and
acceptor. Only in the case of the Fo¨rster mechanism, in which
the coherency is completely absent, can we define the rate
constants for the forward and the backward reaction for the EET
in the same chemical reaction. In such a limit, the dephasing
strengthγ is explicitly written as 1/(π(FC)), where (FC) is the
thermally averaged Franck-Condon factor and the rate constant
in eq 29 is represented by

Since the criteria are changed from the previous ones, we
reexamine the studies in which the previous dimer theory was
used. Recently, we applied the previous dimer theory to a dimer
of an Râ subunit in B850 of LH2 in photosynthetic bacteria,
Rhodopseudomonas acidophila. In this case, we concluded that
the EET mechanism in the B850 dimer is the partial exciton.4

However, applying the new criteria for the EET in the BChl
homodimer, we find thatUc1 ) 232.0 cm-1, Uc3 ) 36.5 cm-1,
and Uc2 ) 20 cm-1. Two alternative kinds of intermolecular
interactionU, 320 and 255 cm-1, which are usually assumed
for the B850 ring,15 are larger thanUc1. Then, the EETs in two
kinds of Râ subunits of B850 take place by the exciton
mechanism.

Recently, Ponterini et al. investigated EET occurring in
contact ion pairs (CIPs) of several anionic oxonol analogues
(donor) and cationic cyanines (acceptor).12 They calculated the
coupling strengthU in terms of atomic transition charges
obtained by CS-INDO SCI calculations of the isolated constitu-
ent chromophores. They obtained a result that theU’s of the
CIPs (A2,C1) and (A2,C2) in the equilibrium distances (4.5-
5.0 Å) take similar values, which are a little larger than 1000
cm-1. Then, they choseU as 1000 cm-1 for all of the CIPs.
The calculated results of the three criteria and assignment of
the EET mechanism for the CIPs (A2,C1), (A2,C2), and (A1,-
C4) using our previous dimer theory are listed in the right

Figure 2. Extended time dependence of the probabilityna(t) for small
values ofU. The curve forU ) 30 cm-1 corresponds to hot transfer,
and the curve forU ) 10 cm-1 corresponds to the Fo¨rster mechanism.

UI(t) ≡ ei(Gm+hm)t/p〈m|e-iH1t/p|m〉 (44)

dUI(t)

dt
) - 1

p2 ∫0

t
dt1〈m|VI(t)VI(t1)|m〉UI(t1) (45)

na(t) ) 1 - 〈UI
†(t)UI(t)〉d (46)

d〈UI(t)〉d

dt
) - 1

p2 ∫0

t
dt1〈〈m|VI(t)VI(t1)|m〉〉d〈UI(t1)〉d

(47)

na(t) ) 1 - |〈UI(t)〉d|2 (48)

dna(t)

dt
) ∫0

t
dt1Wam(t, t1)nm(t) (49)

Wam(t, t1) ) 2

p2
Re[〈UI(t1)〉d

-1〈〈m|VI(t1)VI(t)|m〉〉d〈UI(t)〉d]

(50)

kam ) 2πU2

p
(FC) (51)
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column of Table 2. Our calculated results using the present
dimer theory are listed in the left column of Table 2. Change
of the assignment is made from the partial exciton to the exciton
for (A2,C1) and from the hot transfer to the partial exciton for
(A1,C4).

Previously, we showed that the length of the excitation
coherent domainNcoh in the linear array of pigments can be
obtained by the GME method with use of the critical coherency
ηc.16 As a result, we obtained an empirical formulaNcoh ) 1.38
+ 1.33U/γ.16 To obtain this formula, we solved the GME in
the linear array of pigments, calculated the coherencyηprevious

at each site of molecule, and estimated the coherent domain
which exceeds the threshold of the critical coherencyηc

previous

) 1 - x2/3.4 Because the critical coherency given by the
present theory becomes smaller than that of the previous dimer
theory, the length of the coherent domain should be enhanced
relative to the previous value. In the following, we qualitatively
reestimate the length of the coherent domain. We consider that
the coherent domain is proportional to 1- ηc. Then,Ncoh would
be modified as

Namely, the present coherent domainNcoh would be expressed
as follows

The advantage of this theory is that the dynamical disorder is
properly taken in to account, while most of the other theories
are focused on the effect of the static disorder.17

In the study of the EET of the B850 ring in LH2, the
parameter values are chosen asU ) 300 cm-1, on average, and
γ ) 140 cm-1 as before.4 Substituting the above values into eq
53,Ncoh

presentbecomes 6.0. If we consider the effect of the static
disorder in GME, the coherent domain length will be a little
shortened and will become close to the experimental data.18

In section 3, the memory function was obtained by the
second-order perturbation method for the excitation transfer
interactionV0 and was expressed by the exponential form. Here,
we examine physical bases of the exponential form of the
memory function and the dephasing strengthγ involved in it
as an exponent. According to the analysis of optical spectra of
exciton in the phonon field,19 our assumption for the memory
function corresponds to the limit of the motional narrowing
condition. In other words, it corresponds to the case that the
pertinent time range in the EET is much longer than the
correlation time about the exciton-vibration interaction. Under
such conditions, if the vibrational Hamiltonians are expressed
by harmonic oscillators, we can analytically derive the memory
function by the analytical technique of Toyozawa et al.19,20

Especially in the homodimer case, the dephasing strengthγ can
be expressed as follows

whereλ is the reorganization energy for each molecule in the
homodimer,â ) 1/(kBT), andωj is the average of vibrational
angular frequencies. In the high-temperature limit,γ is propor-
tional to the temperature,λkBT/(pωj ), which is a feature of the
motional narrowing. On the other hand, in the low-temperature
limit, γ becomes a minimum, 2λ.

Among the recent theories of the EET in dimers, Barvı´k et
al. investigated the EET mechanism using a model in which
the influence of static and dynamic disorders is described by a
dichotomic stochastic process.9 They derived an analytical
solution of the time-dependent site occupation probabilities and
determined the memory function which can reproduce the GME.
This memory function takes on a single exponential form when
the used phenomenological parameters are chosen as those of
white noise. Although theoretical interpretation of these param-
eters on the basis of microscopic theories is still not complete,
this result gives us support for use of an exponential form of
the memory function. Cˇ ápek et al. investigated the relation of
the Redfield theory,21 which is used in many analyses,22 with
the GME theory.10 In the Redfield theory,21 for the exciton-
phonon interaction system, they assumed that the exciton-
phonon interaction is smaller than the excitation transfer
interaction and treated the exciton-phonon interaction by the
perturbation method. Its perturbative term in the Redfield
formulas, which is called a Redfield tensor, involvesN4 (N is
the number of eigenstates) parameters. Cˇ ápek et al. derived the
parameters of the Redfield tensor explicitly when the exciton-
phonon interaction was expressed by the linear site-diagonal
exciton-phonon coupling. Excluding the site off-diagonal
density matrix elements from Redfield formulas, they derived
the GME for the site-diagonal matrix elements. Their memory
function is expressed by an exponential form, with a decay
constant of 2Γ, which depends onU. This γ does not depend
on U. The constant 2Γ corresponds to ourγ. Therefore, the
memory function obtained by the second-order perturbation
method for the exciton-vibration interaction is a little different
from that obtained by the second-order perturbation method for
the excitonic coupling strength. This fact indicates that the GME
theory using the memory function obtained by the higher-order
perturbation method is necessary for the more advanced EET
theory. A trial of such a study was made before.5

Here, it should be mentioned that the explicit classification
of the EET mechanisms is made by the present GME theory,
although it was not by the Redfield theory. The reason why the
present GME theory was possible for it is that we could obtain
an analytical solution for the EET rate with a small number of
the parameters.

TABLE 2: Calculated Results of the Three Criteria and the Assignment of the EET Mechanism for the Three Kinds of CIPs
Using the Present and Previous Dimer Theories; The Excitonic Coupling StrengthU Is Chosen at 1000 cm-1 for All of the CIPs

(A2,C1) (A2,C2) (A1,C4)

present previous present previous present previous

Uc1 (cm-1) 541 1082 1595 3190 4241 8481
Uc3 (cm-1) 85 170 251 501 667 1333
Uc2 (cm-1) 30 30 53 53 84 84
assignment of
the mechanism

exciton partial exciton partial exciton partial exciton partial exciton hot transfer

Ncoh
previous(1 - ηc

present)/(1 - ηc
previous) )

x2(1.38+ 1.33U/γ) (52)

Ncoh
present) 1.95+ 1.88U/γ (53)

γ ) 2λ coth(12 âpωj ) (54)

Advanced Theory of Excitation Energy Transfer in Dimers J. Phys. Chem. A, Vol. 111, No. 47, 200712047



8. Conclusion

In this paper, we advanced our previous EET theory for the
dimer in which the backward reaction was not properly taken
into account. To do it, we adopted the GME constructed by the
second-order perturbation method for the excitonic coupling
strength in which both the backward reaction and the forward
reaction were taken into account consistently. We could solve
this GME for the homodimer system analytically. The final form
of the probabilityna(t) was simpler than that of the previous
dimer theory, andna(t) converged to 1/2 in the steady state.
We redefined the three criteria among exciton, partial exciton,
hot transfer, and Fo¨rster mechanisms. The criteriaUc1 andUc3

were half of those of the previous dimer theory, whileUc2

remained the same as that before. The critical coherencyηc was

found to be reduced to 1/3, in contrast to 1- x2/3 in the
previous dimer theory. On the basis of the new criteria, we
reexamined the analyzed results for characterizing the EET
mechanism, which was done by using our previous dimer theory.
Comparing the present theory and the previous theory, we found
that we cannot properly define the rate constants for the forward
and backward reactions of EET separately as long as coherent
character plays a significant role in the EET.
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Appendix A

Substituting eq 24 into eq 23, the GME is rewritten as follows

Defining N(t) ) 1/2 - na(t), the above equation is reexpressed
as follows

Differentiating the above result with timet, we obtain the
following linear differential equation

Considering the initial conditions,na(0) ) 0 and dna(0)/dt ) 0,
we can easily obtain the analytical solution in eq 29 or 30.

Appendix B
Differentiatingna(t) of eq 48 with timet and inserting eq 47

into it, we obtain where the asterisk means a complex conjugate.

Let us define the probability of the|m〉 state asnm(t) ≡ |〈UI-
(t)〉d|2. Using the relation〈〈m|VI(t)VI(t1)|m〉〉*

d ) 〈〈m|VI(t1)VI
(t)|m〉〉d, the above equation is rewritten as

whereWam(t,t1) is expressed as
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dna(t)

dt
) 4U2

p2 ∫0

t
dt1e

-γ(t-t1)/p[12 - na(t1)] (A1)

dN(t)
dt

) -4U2

p2 ∫0

t
dt1e

-γ(t-t1)/pN(t1) (A2)

d2N(t)

dt2
+ γ

p

dN(t)
dt

+ 4U2

p2
N(t) ) 0 (A3)

dna(t)

dt
) 1

p2 ∫0

t
dt1〈UI(t)〉

*
d 〈〈m|VI(t)VI(t1)|m〉〉d〈UI(t1)〉d

+ 1

p2 ∫0

t
dt1〈UI(t)〉d〈〈m|VI(t)VI(t1)|m〉〉*

d〈UI(t1)〉
*
d (B1)

dna(t)

dt
) 1

p2 ∫0

t
dt1〈UI(t1)〉

*
d
-1 〈〈m|VI(t1)VI(t)|m〉〉*

d 〈UI(t)〉
*
d nm(t1)

+ 1

p2 ∫0

t
dt1〈UI(t1)〉d

-1〈〈m|VI(t1)VI(t)|m〉〉d〈UI(t)〉dnm(t1)

) ∫0

∞
dt1Wam(t, t1)nm(t1) (B2)

Wam(t, t1) ) 2

p2
Re[〈UI(t1)〉d

-1〈〈m|VI(t1)VI(t)|m〉〉d〈UI(t)〉d] (B3)
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